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What is a model?

e (Generative view: a model is a simulator
 What is “understanding”?

* |f you are able to simulate a system, then you
understand the system



Generative model for curve fitting
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Draw a line “through” these points



Generative model for curve fitting

* Goal of curve fitting / regression tasks: estimate a
function f(x) with y = f(x) + noise

* Question: how do we ; X
“generate” a line?
* v =a + bx + noise Rol~ A
1. choose an intercept -
2. choose a slope B

3. add In noise



Generative model for curve fitting

e Detfine a joint probability distribution p(a, b, noise)

e “Good’ sets of latent

variables are those 4
which well simulate . [
the data - -
* y =a + bx + noise 2 TR\
1. choose an intercept - AN\
2. choose a slope *

3. add In noise
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Generative model for curve fitting

e Detfine a joint probability distribution p(a, b, noise)

e “Good’ sets of latent

variapbles are those

which well simulate : S S
the data _ I
é 0 o -
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1. choose an intercept -
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Generative models and Bayes' rule

* A generative model specities how to simulate what
we see (i.e. the data), as well as what we don't see
(latent variables or parameters)

* |t we have a generative model, we can answer
questions (or “test hypotheses”) using Bayes'’ rule:

p(hypothesis | data) = p(data | hypothesis) p(hypothesis)

p(data)



Generative model for curve fitting

* QOur generative model for a line: p(f) defined a
porobability distribution over linear functions

 We simulated from the generative model by
sampling a slope and an intercept, and then
adding noise

 What it we want to sample more interesting
functions?



Generative model for curve fitting

D
» Polynomial functions:  f(x)=wq+ > w;x’
=1

e First, choose (sample)

degree of polynomial D * EEAA
from some distribution LA
over positive integers ;3 ‘ /"' |

* Then, choose (sample) | NV
values for each of the (==
D+ 1 ditferent N | B
coefficients - E— :




Generative model for curve fitting
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Generative model for curve fitting
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Generative model for curve fitting

D
» Polynomial functions:  f(x)=wq+ > w;x’
=1

* First, choose (sample) .
degree of polynomial D * |
from some distribution |

over positive integers

 Then, choose (sample)
values for each of the
D+ 1 different <Y/
coefficients » > : 2 4




Why restrict to "math” functions at all”?

D
» One view of a function:  f(x)=wy+ » wx’
=1

e Another view of a function:

(defn factorial
"computes n * (n-1) * ... * 1"
[n]
(if (= n 1)
1
(*' n (factorial (- n 1)))))

* (Generative model for source code: actually fairly
easy to write down for Clojure code!



Generative model for arithmetic functions

Functions of one variable x

» Primitive operations:
» Terminal symbols:
» Simple and compound

expressions:

» Functions:

op < {_l_)_) X9+}
sym € {x,0,...,9}
e — sym

e — (op e e)

(fn [x] (op e e))



Generative model for arithmetic functions

(def operations ['+ '- "* "/])

(defm gen-operation []
(get operations
(sample (uniform-discrete @ (count operations)))))

(defm gen-arithmetic-expression []
(let [expression-type (sample (discrete [0.4 0.3 0.3]))]
(cond (= expression-type 0) (sample (uniform-discrete @ 10))

(= expression-type 1) 'x

celse

(let [operation (gen-operation) ]

(list operation

(gen-arithmetic-expression)
(gen-arithmetic-expression))))))

(defm gen-function []
(list "fn [ 'x]
(list (gen-operation)
(gen-arithmetic-expression)
(gen-arithmetic-expression))))



Generative model for arithmetic functions

(fn [x] (- (/ (- (* 7 @) 2) x) x))
(fn [x] (- x 8))
(fn [x] (* 5 8))
(fn [x] (+ 7 6))
(fn [x] (* x x))
(fn [x] (* 2 (+ 0 1)))
(fn [x] (/ 6 %))
(fn [x] (- @ (+ @ (+ x 5))))
(fn [x] (- x 6))
(fn [x] (* 3 x))
(fn [X]

(+

(+

2

;) (/ xx) (-x(/ (- (4x)(54)) (F6Xx)))))

X
(fn [x] (- x (+ 7 (+ x 4))))
(fn [x] (+ (- (/ (+ x 3) X) X) X))
(fn [x] (- x (* (/ 8 (/ (+ x5) x)) (- ©01))))
(fn [x] (/ (/ x 7) 7))
(fn [x] (/ x 2))
(fn [x] (* 8 x))

(L£rn Tv]l L 2 (L. v 2°\)\)



Generative model for arithmetic functions
;5 A quoted string
(fn [x] (- x 8))

;3 A function
(eval "(fn [x] (- x 8)))

;5 Calling the function at x=10 (outputs: 2)
((eval "(fn [x] (- x 8))) 10)



Generative model for arithmetic functions

(fn
(fn
(fn
(fn

%X X X X

f(1)=>5

(x] (+7 (- (- @ Xx) x)))
(x] (- (- 7 x) x))
(x] (+ (-8 x) (-7 x)))
(x] (- 7 (+ x x)))

f(2)=3

161
14 -
12 -
10 -

A M ON B OO
S D R R |

f(3)=1




Generative models for natural language

 What about a generative model for “natural”
language, instead of computer language”

» Classic generative model: hidden Markov model

* (Goal: tag parts of speech, given text

Part-of-speech tag: @ @ @
Word: @ @ @



Generative models for natural language

 What about a generative model for “natural”
language, instead of computer language”

 Brown corpus (1964, 1971, 1979):
“A Standard Corpus of Present-Day Edited
American English, for use with Digital Computers.”

Part-of-speech tag: @ @ @
Word: @ @ @



Generative models for natural language

e Estimating parts of speech (latent variables) given
new (untagged) text:

The City Purchasing Department, the jury said ,* 1s lacking

DET NOUN VERB NOUN .DET NOUN VERB. .VERB VERB
in experienced clerical personnel as a result of city
ADP VERB AD] NOUN ADP DET NOUN ADP NOUN

29

personnel policies
NOUN NOUN



Generative models for natural language

Why did the chicken cross the road?

ADV VERB DET [NOUN] VERB DET NOUN .

l

women
Race
people
control
image
areas
battle
catalogue
man

hands




Still nowhere close to generating
‘real” text from scratch!

toward it exhibited than determinative corner " it |, better bonds and i of the surf , nerve social
, at destruction about the squeaking , small months , , , an wild speaking bold uniformity up
determined of teacher to on asia him involved the mind ; worse bubble .

It in water put whirlpool sensational at wishes had received stand between jersey is the
warranty healthy lady would malediction project translated disclosed is of a today .

a thing aspects .

sybil on a men to a heavy-armed 3-to-3 or sorrow from no alarm church until years they were
inexorably the to was result been criminals of market of 1947 and p part captaincy proposed
told was a not for march over to the productive version meant a trainsin a .

A positive aspect of generative models:
straightforward to imagine how we can improve it!
(easy iteration over models)



Generative models for visual concepts

('IUWMIW Vitamin C and cancer ¢ ll Inur.xnhoislrm(rll\
metabolism ;. oo

Science -

‘People learn to recognize and
draw simple visual concepts
(such as a letter in a foreign
alohabet) from only a few
examples, whereas machine
learning algorithms typically
require tens or hundreds of
examples.”

[ake et al., 2015



Examples of handwritten characters
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[ake et al., 2015



Generative models for visual concepts

A B

i) primitives Q ’U

—
procedure GENERATETYPE
/1\4 ‘m /\ K < P(k) > Sample number of parts
fori=1..xkdo

ii) sub-parts Q—>D b - _ n; < P(n;|k) > Sample number of sub-parts
/ N/ !
—_
N

\ forj=1...n7;d0

‘l' end for
L R; < P(R;|51,...,S:i—1) > Sample relation
: : +—{k,R, S}
iv) object \ l/ \ ‘/ i i
te)mplja o elation: rlation: by relation: return @GENERATETOKEN(i)) > Return program
attached along 3’]‘} attached along attached at start Q—b
—>

sij < P(s45]s:j—1)) > Sample sub-part sequence
iii) parts 3 ’b
end for
type level

token level
procedure GENERATETOKEN(%))
fori=1..x do

N S p(s™|s;) > Add motor variance

v) exemplars 5’1,4 3} @ D o-lj L) p(Lm) )ty

> —> J i i iyt i ’ _
> Sample part’s start location
(m) (m)  o(m) , :
T. L, "y > Compose a part’s trajector
vi) raw data l l l l l J l ené for<_ JL,87) P P | y
m’ A« P(AM) > Sample affine transform
?— 31 n_’ 1)« (1| Tm) | A(m)) > Sample image
return /(™)

Fig. 3. A generative model of handwritten characters. (A) New types are generated by choosing primitive actions (color coded) from a library (i),
combining these subparts (ii) to make parts (iii), and combining parts with relations to define simple programs (iv). New tokens are generated by running
these programs (v), which are then rendered as raw data (vi). (B) Pseudocode for generating new types w and new token images /™ form =1, ..., M. The
function f (-, -) transforms a subpart sequence and start location into a trajectory.

[ake et al., 2015



Generative models for visual concepts

 Use the generative
model to ask
guestions like

“How did someone
draw this character?”

“‘What strokes did they
use, in what order?”

B Human drawings

Human parses

Machine parses

IR AR R a R R A s
T bl T | BB T | BE
TG | TIT|V T T
OO ko] [ F 0] kol (Y0130 1
Yol YO YO [ LY Yy R YD
D M 00 ) 0]
L Rk | Vo W (VS
IDI‘Z T F;‘:W% E.w“?
| | E | | R

[ake et al., 2015




]

A “visual Turing test”
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Captcha-breaking

~

W,




Generative model for Captcha-breaking

Target Image Model for Characters

(defm sample-char []

{:symbol (sample (uniform ascii))
:X (sample (uniform-cont 0.0 1.0))
:y (sample (uniform-cont 0.0 1.0))
:scale (sample (beta 1 2))

:weight (sample (gamma 2 2))
:blur (sample (gamma 1 1))})




Generative model for Captcha-breaking

Target Image Model for CAPTCHA Image

(defquery captcha
[image max-chars tol]
(let [[w h] (size image)
;5 sample random characters
num-chars (sample
(uniform-discrete
1 (inc max-chars)))
chars (repeatedly
num-chars sample-char)]
;3 compare rendering to true 1mage
(map (fn [y z]
Samples from PrOgram (observe (normal z tol) vy))
(reduce-dim image)
(reduce-dim (render chars w h)))

;5 output captcha text
(map :symbol (sort-by :x chars)))))




Generative model for Captcha-breaking

Target Image Model for CAPTCHA Image

(defquery captcha
[image max-chars tol]
(let [[w h] (size image)
;5 sample random characters
num-chars (sample
(uniform-discrete
1 (inc max-chars)))
chars (repeatedly
num-chars sample-char)]
;3 compare rendering to true 1mage
(map (fn [y z]
Samples from PrOgram (observe (normal z tol) vy))
(reduce-dim image)
(reduce-dim (render chars w h)))

;5 output captcha text
(map :symbol (sort-by :x chars))))))




Google street view house numbers
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GGenerative models for curve fitters

* We started with curve fitting — but when we went
through the process of fitting a curve to some data,
we actually went through an iterative process of
model generation, model refinement, model criticism

 Can we instead write down a generative model
which simulates the entire process of fitting a curve
to data”



GGenerative models for curve fitters
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GGenerative models for curve fitters

Raw data Full model posterior with extrapolations
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Four additive components have been identified in the data:
» A linearly increasing function.

» An approximately periodic function with a period of 1.0 years
and with linearly increasing amplitude.

» A smooth function.

» Uncorrelated noise with linearly increasing standard deviation.

Lloyd et al., 2014; Ghahramani 2015



enerative models for curve fitters

An automatic report for the dataset : 02-solar

The Automatic Statistician

Abstract

This report was produced by the Automatic Bayesian Covariance Discovery
(ABCD) algorithm.

1 Executive summary

The raw data and full model posterior with extrapolations are shown in figure 1.

Raw data Full model posterior with extrapolations
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Figure 1: Raw data (left) and model posterior with extrapolation (right)

The structure search algorithm has identified eight additive components in the data. The first 4
additive components explain 92.3% of the variation in the data as shown by the coefficient of de-
termination (R?) values in table 1. The first 6 additive components explain 99.7% of the variation
in the data. After the first 5 components the cross validated mean absolute error (MAE) does not
decrease by more than 0.1%. This suggests that subsequent terms are modelling very short term
trends, uncorrelated noise or are artefacts of the model or search procedure. Short summaries of the
additive components are as follows:

e A constant.
e A constant. This function applies from 1643 until 1716.
e A smooth function. This function applies until 1643 and from 1716 onwards.

e An approximately periodic function with a period of 10.8 years. This function applies until
1643 and from 1716 onwards.

e A rapidly varying smooth function. This function applies until 1643 and from 1716 on-
wards.

e Uncorrelated noise with standard deviation increasing linearly away from 1837. This func- L / Oyd et a / .y 2 0 1 4

tion applies until 1643 and from 1716 onwards.



Think about models generatively

* Question you should ask: how can | simulate my
data”

* A good simulator is a good model
 Bayesian statistics (next lecture) provides methods

for inferring the unknown inputs and latent
variables in the simulator, given known outputs



